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1|Introduction    

The Internet of Things (IoT) is expanding and transforming industries from healthcare to smart cities. 

However, IoT devices' increasing connectivity and diversity still raise significant security concerns. Traditional 

security systems make networks more resilient to distributed and resource-constrained IoT [1]. 

environments. Attacks such as Distributed Denial of Service (DDoS), ransomware, and unauthorized data 

deletion are becoming increasingly frequent and sophisticated, posing significant challenges to the IoT 

ecosystem. These challenges require new solutions. Machine Learning (ML) holds promise for improving IoT 

security by detecting malicious activity from data patterns [2]. However, relying solely on supervision or 

unsupervised training can be limiting. Pattern tracking is good at identifying known attack patterns but 

struggles to detect new, unseen threats [3]. On the other hand, unsupervised models can flag anomalies 

without prior knowledge of attack patterns, but they are more likely to be negative. Supervised and 

unsupervised techniques are used to develop threats in IoT systems. Using both methods, hybrid models can 
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Abstract 

The swift growth of the Internet of Things (IoT) brings forth considerable security challenges due to the variety of 

connected devices and their limited resources. Conventional security strategies are unable to keep pace with evolving 

cyber threats, rendering the IoT ecosystem susceptible to attacks. This paper introduces a hybrid machine-learning 

framework aimed at enhancing IoT security. Our method merges supervised and unsupervised techniques to detect 

both known and unknown (zero-day) threats. This hybrid framework utilizes fuzzy detection along with classification 

algorithms to recognize malicious activities while reducing false positives. We assess the performance of the model 

using publicly available IoT datasets and compare it to other  Machine Learning (ML) models. The findings reveal 

notable improvements in precision, accuracy, recall, and response time. These results suggest that the hybrid model 

establishes a more robust basis for safeguarding the IoT environment against threats. 
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detect various threats, from stealth attacks to zero-day attacks. Our solutions are evaluated using a real-world 

IoT dataset, and the results are evaluated using traditional machine-learning methods [4]. 

Fig. 1 . Hybrid ML architecture for IoT security. 

 

Table 1. Performance comparison of different ML models for IoT security. 

 

 

 

 

Table 2. System performance metrics for hybrid ML model. 

 

 

 

 

 

 

 

 

Let X represent the input data, the IoT traffic features extracted from the devices. Let y represent the known 

traffic labels (e.g., normal or malicious). Y' is the predicted label from the ML model. f(X) is the decision 

function applied by the supervised learning model. L(y,y’ ) is the loss function that minimizes the error 

between the actual and predicted values. Z represents the latent features from the unsupervised learning 

module (e.g., for anomaly detection). D(X, Z) represents the decision function of the hybrid model combining 

supervised and unsupervised results. The basic prediction of a supervised model can be represented as 

where f(X) is the function learned by the supervised classifier to predict the output based on input features 

X. For the loss function that measures the error between actual and predicted values, the cross-entropy loss 

is commonly used in classification problems: 

Model Accuracy (%) Precision (%) Recall (%) F1-Score (%) 

Traditional ML model 85.2 83.5 81.3 82.4 

Anomaly 
Detection only 

88.7 87.1 85.4 86.2 

Hybrid ML 
model 

92.3 91.8 90.5 91.1 

Metric Description Measured Value 

Accuracy (%) Percentage of correctly 
identified threats 

92.3 

Precision (%) True positive rate out of all 
detected positives 

91.8 

Recall (%0) True positive rate out of 
actual positive instances 

90.5 

F1-Score (%) The harmonic mean of precision 
and recall 

91.1 

Detection Latency (ms) Time taken to detect threats 
in real-time 

120 

Y' =f(X), (1) 

L(y,y’) =−∑ y log (y’). (2) 
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  In a hybrid model, the anomaly detection function (unsupervised) for IoT traffic can be defined as 

where g(X) extracts latent variables or anomalies in the data. The final decision function in the hybrid model, 

combining supervised and unsupervised techniques, can be written as 

where α and β are weights assigned to supervised and unsupervised learning components, depending on their 

contribution to the overall prediction. 

These equations explain the relationships between various components of your hybrid ML model for IoT 

Security and how supervised and unsupervised techniques work together for threat detection. 

2|Related Work 

Many studies have applied ML techniques to IoT security. Supervised learning algorithms such as random 

forest and Support Vector Machines (SVM) have been used in intrusion detection and have shown high 

accuracy in classifying known threats [5]. For example, Fleury et al. [6] used SVM to analyze network 

connections in a smart home environment and obtain high-level classification. However, this technique 

requires logging and cannot detect zero-day attacks. This model works well without log information but often 

suffers from unpleasant consequences. Priyadarshini et al. [7] investigate the use of autoencoders to identify 

vulnerabilities in smart city infrastructure, highlighting the potential and challenges of vulnerability. Promise. 

The hybrid model provides the advantages of supervised and unsupervised learning. Mirsky et al. [8] 

demonstrated the potential of hybrid models in detecting known and unknown threats in critical systems. 

Based on this process, our model aims to improve detection accuracy further while reducing the vulnerability 

in the IoT environment. 

3|Proposed Hybrid ML Model 

The proposed hybrid model consists of two primary components: anomaly detection and supervised 

classification. These components are integrated to detect known and unknown threats in IoT traffic. 

3.1|Feature Extraction 

The model begins with feature extraction from IoT traffic. The features used in this study include: 

Packet size: size of the data packets exchanged between devices. Flow duration: duration of each data flow 

between devices. Inter-arrival time: time between consecutive packets. 

Source/destination IP: identifiers of devices communicating over the network. Traffic volume: the overall 

traffic volume generated within a specific time window [9]. 

3.2|Anomaly Detection 

The unsupervised learning component of the model uses K-means clustering to group normal IoT traffic and 

identify outliers. These outliers represent potential anomalies that correspond to unknown attacks. The 

decision function for anomaly detection is given by 

where Z is the anomaly score, and g(X) represents the transformation of input features X using the anomaly 

detection algorithm. 

Z=g(X), (3) 

D(X, Z)=αf(X)+βg(X), (4) 

Z=g(X), (5) 
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3.3|Supervised Classification (Supervised Learning) 

We employ a Random Forest classifier for the known attack patterns, which is trained on labeled IoT traffic 

data. The model learns to classify data as normal or malicious based on predefined labels. The classification 

decision function is 

where y^ is the predicted label, and f(X) is the decision function derived from the supervised classifier. 

3.4|Hybrid Decision Function 

The final decision for each data point is made by combining the results of the anomaly detection and 

supervised classification components: 

where α and β are weight coefficients that balance the contributions of supervised and unsupervised learning 

models, these coefficients are optimized to minimize the number of false positives while maintaining high 

detection accuracy. 

4|Experimental Setup and Dataset 

4.1|Dataset 

We used the IoT-23 dataset, which contains real-world traffic from various IoT devices, including benign and 

malicious activities. The Dataset includes several attacks, such as DDoS, ransomware, and port scanning [10]. 

4.2|Evaluation Metrics 

The performance of the hybrid model was evaluated using the following metrics: 

Accuracy: the proportion of correctly identified instances (normal and malicious). 

Precision: the proportion of true positives among all predicted positives. 

Recall: the proportion of true positives among all actual positives. 

F1-score: the harmonic mean of precision and recall, balancing false positives and false negatives. 

Detection latency: the time taken to detect and respond to threats in real time. 
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